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Faces with neutral or emotional expressions are fre-
quently used as experimental stimuli in a wide array of 
research areas, including perception, attention, memory, 
social reasoning, emotion, infant and adult development, 
and neuroscience. One reason for this broad interest in 
faces as research stimuli is that they constitute a unique 
category of objects. From very early on in life, all sighted 
individuals have manifold experiences with faces. Some 
evidence suggests that faces, in contrast to other visual ob-
jects, are preferentially processed in specific areas of the 
brain such as the fusiform gyrus (Gross, Rocha-Miranda, 
& Bender, 1972; Haxby et al., 1994; Kanwisher, McDer-
mott, & Chun, 1997; Puce, Allison, Gore, & McCarthy, 
1995; cf. Tovée, 1998).

A number of studies have shown that variations in such 
characteristics as the face’s expression, age, gender, or race 
can influence how the face is evaluated, processed, and 
remembered and that this can vary for perceivers of differ-
ent ages (Bäckman, 1991; Brigham & Barkowitz, 1978; 
Ebner, 2008; Golby, Gabrieli, Chiao, & Eberhardt, 2001; 
Isaacowitz, Wadlinger, Goren, & Wilson, 2006; Mason, 
1986; Mather & Carstensen, 2003; Ruffman, Henry, Liv-
ingstone, & Phillips, 2008). Studies have, for instance, 
shown that older adults are less able to identify facial ex-
pressions than are young adults (for a meta-analysis, see 
Ruffman et al., 2008), that they have better memory for 
positive than for negative faces (Mather & Carstensen, 
2003), and that they attend less to negative than to neutral 
faces (Isaacowitz et al., 2006). These studies have almost 
exclusively used emotional faces of young individuals and 
have not systematically varied the age of the face, even 

though there is evidence that faces that are more like the 
face of the individual studying them are recognized better 
than faces that are different. Specifically, evidence for an 
own-age bias in face recognition and person identifica-
tion suggests that adults of different ages are more likely to 
recognize faces of their own age group than faces and per-
sons of other ages (Anastasi & Rhodes, 2006; Bäckman, 
1991; Bartlett & Fulton, 1991; Lamont, Stewart-Williams, 
& Podd, 2005; Wright & Stroud, 2002). The own-age bias 
is generally thought to be due to the amount of exposure an 
individual has to certain classes of faces, in the sense that 
people typically see faces similar to their own more fre-
quently and might, therefore, be more familiar with them 
(Bartlett & Fulton, 1991).

This similarity effect between the face and the perceiver 
complicates the interpretation of the results of most of 
the age-comparative studies using facial stimuli that have 
been conducted up to now. Due to a lack of appropriate 
stimuli, most studies have not systematically varied the 
age of the presented faces. Consequently, older adults, 
for instance, may have been at a disadvantage, relative to 
young adults, when asked to process and recognize young 
faces. It is therefore of crucial importance to use faces of 
different ages when comparing face processing in indi-
viduals of different ages.

A first major step in overcoming this lack of appropri-
ate facial stimuli has been undertaken by Minear and Park 
(2004), who created a new large set of faces represent-
ing a wide range of different age groups: the Productive 
Aging Laboratory (PAL) Face Database. This life span 
database of adult facial stimuli includes over 1,000 color 
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Persons who felt capable of expressing each of the six 
different faces (with the help of face training and with 
the support of a trained research assistant; see below) 
were booked for up to 3 h. They were asked not to put on 
makeup and not to wear clothing covering the neck on the 
day of the photo-shooting session.

Procedure and Materials. Photo-shooting sessions 
took place at the MPIB between December 2005 and May 
2006 in a studio specifically set up for this purpose. A 
trained research assistant informed the face models about 
the general aim of the project and of the day’s session, as 
well as about the specific procedure in the photo studio. 
The face models were told that they would be photographed 
various times, showing each of six facial expressions.

The photographer and the photo assistant helped the 
face models display these facial expressions with a newly 
developed procedure that comprised three (partly com-
bined) phases: (1) an emotion induction phase, aimed at 
triggering the spontaneous experience of the respective 
emotion; (2) a personal experience phase, aimed at induc-
ing the emotion idiosyncratically by imagining personally 
relevant events that had elicited the respective emotion in 
the past; and finally, (3) a controlled expression phase, 
in which the models would receive instructions and go 
through face training prior to the photo session on how to 
move and hold specific facial muscles to optimally repre-
sent the respective emotion. The face models then signed 
an informed consent document permitting the use of their 
pictures for research purposes. At the end of the introduc-
tion, gender and age were recorded, and a personal code 
was assigned to ensure anonymity.

Following that, face models completed the face training. 
With the help of a manual, based on Ekman and Friesen 
(2003), the research assistant explained the position of 
the muscles around the eyes, the nose, and the mouth for 
an optimal representation of each of the six facial expres-
sions. The manual also contained sample pictures of a 
young man’s face, taken from the PoFA, displaying each 
of the facial expressions in a prototypical way (neutrality, 
WF2-5; happiness, WF2-12; sadness, WF3-28; disgust, 
WF3-11; surprise, WF2-16; fear, WF3-16; anger, WF3-4; 
Ekman & Friesen, 1976). Even though evidence suggests 
that facial expression of an emotion triggers experience of 
the emotion (Coan, Allen, & Harmon-Jones, 2001; Dun-
can & Laird, 1980; Strack, Martin, & Stepper, 1988), the 
face models were told that the aim was not necessarily to 
actually experience the emotion but, rather, to optimally 
show it on the face so that other persons could recognize 
it. They were instructed to display each facial expression 
as intensively as possible, but in a natural-looking way.

Following these instructions, the face models were 
asked to take off their jewelry and glasses, to remove 
makeup and any clothing that covered the neck, and to 
put on a standard gray shirt. They then had up to 30 min 
to practice each of the facial expressions on their own in 
front of a mirror with the help of the face-training manual 
and large printouts of the prototypical PoFA face. After 
about 15 min, the research assistant returned for feedback 
and further instructions on how to optimize each of the 
facial expressions.

(and black-and-white) photographs of adults ranging from 
19 to 93 years of age. These faces can be downloaded for 
research purposes from https://pal.utdallas.edu/facedb/. 
The database contains neutral facial expressions for each 
individual face (for norms of a subset of images from this 
database, see Ebner, 2008, and Kennedy, Hope, & Raz, 
2009). For several of the faces of different ages, there are 
also happy, sad, angry, annoyed, grumpy or disgusted, and 
surprised facial expressions. However, so far this data-
base does not comprise a full cross-classification of facial 
expressions and individual faces, in the sense that each 
face is represented with each of several different facial 
expressions. Other existing databases cover various facial 
expressions for each individual face (see, e.g., Calvo & 
Lundqvist, 2008; Palermo & Coltheart, 2004). Examples 
are the Pictures of Facial Affect (PoFA; Ekman & Friesen, 
1976), the Karolinska Directed Emotional Faces System 
(Lundqvist, Flykt, & Öhman, 1998), the Yale Face Data
base (n.d.), and the Psychological Image Collection at 
Stirling (University of Stirling Psychology Department, 
n.d.). None of these emotional stimuli databases, however, 
contains images of faces of different age groups—and of 
older adults, in particular.

The aim of our project was to go beyond existing data-
bases of adult facial stimuli by creating a large set of im-
ages of naturalistic faces in which both the age and the 
expression of the depicted faces are systematically varied, 
and to validate this new set of pictures. We compiled photo-
graphs of young, middle-aged, and older women and men, 
each displaying six facial expressions: neutrality, sadness, 
disgust, fear, anger, and happiness. We cooperated with a 
model agency to recruit participants, a professional pho-
tographer to take the pictures in a photo studio at the Max 
Planck Institute for Human Development in Berlin (MPIB), 
and a professional digital media designer to postprocess 
and edit the images. In a subsequent validation study, each 
face was rated in terms of facial expression and perceived 
age by young, middle-aged, and older women and men.

Method

Development of the FACES Database
Face models. The face models were 61 young (M 5 

24.3 years, SD 5 3.5; age range, 19–31; 51% women), 
60 middle-aged (M 5 49.0 years, SD 5 3.9; age range, 
39–55; 48% women), and 58 older (M 5 73.2 years, SD 5 
2.8; age range, 69–80; 50% women) extras, specials, or 
actors who were, with very few exceptions, recruited 
through a model agency (“Agentur Wanted,” Berlin). To 
be considered as a face model, a person needed to have an 
“average type” of look without displaying any prominent, 
eye-catching features (e.g., beards, tattoos, piercings). 
Furthermore, he or she had to be able to identify text and 
pictures presented at a distance of 1–1.5 m without wear-
ing glasses. All the models were Caucasian.

Prior to the photo-shooting session, the participants 
were informed via phone, e-mail, or fax that the aim of 
the project was to set up a database comprising portraits 
of young, middle-aged, and older adults displaying six 
different facial expressions for use in scientific research. 
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Finally, in the third phase, the controlled expression 
phase, the face models again saw the prototypical PoFA 
face of the respective emotion on the teleprompter. In 
addition, the photo assistant read aloud the specific in-
structions regarding the position of the muscles around 
the eyes, nose, and mouth for optimally displaying (in a 
highly controlled way) the emotion as it had been practiced 
during the face training. The photographer and the photo 
assistant provided continuous feedback until the desired 
expression was achieved. Following that, and depending 
on the quality of the facial expressions already taken and 
on the amount of time left, the photo shooting continued, 
combining components of all three phases to individually 
optimize the display of the respective facial expression.

After the photo-shooting session, the face models were 
led back to the training room, where they could change 
again and put back on their jewelry and glasses. They then 
received financial reimbursement and were thanked for 
participation in the project. The session typically took 
about 90 min.

Technical information. High-quality digital photo-
graphs were taken with a Sony DSC-F828 camera using a 
flash (1,500 WS) and a resolution of 2,835 3 3,543 pix-
els. All the pictures were color photographs (color mode 
sRGB). The lighting conditions were 120º frontal lighting 
diagonally from above, with a 185-cm striplight for soft 
and smooth illumination, 220º brighteners from below, 
and white balance on neutral gray. The photographs were 
taken through a teleprompter (custom product for pho-
tography; color neutral with special glass, 20.8 aperture 
stops, 15-in. picture diagonal). The horizontal lens axis 
was set on the tip of the nose. Focal distance was 120 mm 
on 35 mm. At the end of each session, all the images of 
a given participant were downloaded to a computer and 
given file names indicating personal code, age, gender, 
and the targeted facial expression.

Picture selection procedure. The aim of the picture 
selection process was to identify and select the two images 
for each person that best represented each of the six facial 
expressions. In a first step, the photo assistant conducted 
a preselection on the basis of photographic aspects, such 
as image definition. Images were also dropped when the 
shoulders or the head were overly tilted from the vertical, 
when the face was not forward-facing, when other body 
parts such as hands or fingers were in the picture, or when 
the facial expression deviated strongly from the preestab-
lished guidelines. Trained raters then rated the remaining 
pictures (around N 5 23,000; approximately n 5 130 pic-
tures per person).

To standardize the rating procedure, the ratings were con-
ducted on the basis of a rating manual. Raters were trained 
with the help of a rating manual that contained informa-
tion about the central aim of the rating, as well as specific 
instructions about the rating procedure. It described the 
position of the muscles around the eyes, the nose, and the 
mouth for an optimal representation for each of the targeted 
facial expressions (cf. Ekman & Friesen, 2003). In addition, 
it provided sample faces taken from the PoFA (neutrality, 
WF2-5, JJ3-4, PE2-4, SW3-3; happiness, WF2-12, JB1-9, 
JM1-4, PE2-12; sadness, WF3-28, JJ5-5, JM3-11, SW2-

After this training phase, the face models entered the 
photo studio, where they were received by the photog-
rapher and the photo assistant. They were then seated 
in front of a neutral gray (color type, smoke gray) back-
ground provided by a portable projection screen on a 
height-adjustable chair and were instructed to look di-
rectly into the teleprompter during photo shooting. The 
photographer stood behind the teleprompter and the cam-
era. The photo assistant stood next to the photographer, 
in face contact with the face model. Continuously during 
the session, both the photographer and the photo assistant 
gave instructions and feedback. Pictures of the facial ex-
pressions displayed by the face models were continuously 
taken throughout the session.

To warm up, the session started with neutral facial ex-
pressions. This was then followed by sad, disgusted, fear-
ful, angry, and, finally, happy faces. To support the models 
in the optimal display of facial expressions, the earlier de-
scribed three-step procedure was followed, separately for 
each expression. The participants were continuously pho-
tographed during all three phases (on average, 150–200 
pictures were taken per person). In the emotion induction 
phase, a subset of pictures from the International Affective 
Picture System (IAPS; Lang, Bradley, & Cuthbert, 1998) 
was presented on the teleprompter. These pictures had 
been preselected on the basis of the criterion to optimally 
trigger the experience of the respective emotion in sup-
port of the facial expression of this emotion. Face models 
were instructed to just watch the pictures, to experience 
the emotion it elicited, and to spontaneously show it in 
the face. The photo assistant controlled the presentation 
time of the pictures. Pictures were shown for neutrality 
(n 5 5 pictures; IAPS picture codes: 7002, 7004, 7036, 
7175, 7205), sadness (n 5 5 pictures; IAPS picture codes: 
2095, 2800, 9000, 9040, 9250), disgust (n 5 8 pictures; 
IAPS picture codes: 1111, 3000, 3150, 3250, 7361, 7380, 
9008, 9042), fear (n 5 7 pictures; IAPS picture codes: 
1201, 1300, 1932, 6370, 6550, 6821, 6940, 8485), and 
happiness (n 5 4 pictures; IAPS picture codes: 1340, 
1440, 1811, 8490). Since the preselection resulted in no 
adequate pictures for inducing anger, angry faces were 
photographed only in Phases 2 and 3, as described next.

After this spontaneous emotion induction phase, the 
face models were asked to select the IAPS picture that 
they personally experienced as the best trigger of the re-
spective emotion or as the best aid to facial expression of 
the respective emotion. This specific picture was then pre-
sented as a freeze image while the participants were asked 
to think of and reexperience a situation in which they per-
sonally had felt the emotion and to express it as strongly as 
possible in their face. Since no IAPS pictures were avail-
able to support the experience of anger, the face models 
were, in this instance, asked to think of and reexperience 
a situation in their personal past in which they had felt 
anger and to display it as strongly as possible on their face. 
In order to facilitate the adequate display of sadness, the 
face models in the sadness condition additionally watched 
a movie sequence from The Champ by Franco Zeffirelli 
(1979) taken from a set of clips developed by Hagemann 
et al. (1999) to induce different emotions.
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19–31), 56 middle-aged (M 5 49.0 years, SD 5 3.9; age 
range, 39–55), and 57 older (M 5 73.2 years, SD 5 2.8; 
age range, 69–80) women and men were selected for in-
clusion in the final database (N 5 171). Table 1 presents 
the total number of persons in the final FACES database, 
broken down by age group and gender. Eight persons 
(2 young females, 1 young male, 2 middle-aged females, 
2 middle-aged males, and 1 older male) were not included 
in the final database for reasons such as low distinctive-
ness of facial expressions or prominent features (e.g., bald 
heads, braces).

Since we selected two images per person and expres-
sion, each remaining face model is represented with two 
sets of six facial expressions (Set A and Set B) in the final 
FACES database. Pictures of a given facial expression 
were randomly assigned to one of these two sets. In all, the 
FACES database thus includes 2,052 individual images. 
Figure 1 presents sample faces (for additional sample pic-
tures, see http://faces.mpib-berlin.mpg.de).

Validation of the FACES Database
To validate the FACES database and to provide face-

specific information as a reference for researchers select-
ing face stimuli for specific research purposes, each of the 
2,052 pictures of faces in the final FACES database was 
rated in terms of facial expression and perceived age by 
young, middle-aged, and older raters.

16; disgust, WF3-11, A1-25, JM2-8, PF1-24; surprise,1 
WF2-16, JB1-12, JM1-16, SW1-16; fear, WF3-16, JJ5-13, 
NR1-19, PE3-21; anger, WF3-4, A1-14, NR2-7, MF2-5) 
displaying the facial expressions in prototypical ways. The 
manual also contained a note on the occurrence of blended 
emotions, comprising two or more facial expressions, to 
make the raters aware of this phenomenon.

Each picture was rated by two raters who had not had 
any contact with the person in the picture during the photo-
shooting session. The presentation of faces, one face at 
a time in a randomized order, was controlled using Psy-
Point (Steinkraus & Ebner, 2006) on Apple Power Mac 
G5 1.8-GHz computers. For each of the facial expressions 
(i.e., neutrality, happiness, sadness, disgust, surprise, fear, 
anger), raters judged whether it was present in the face 
( j 5 yes, is displayed vs. n 5 no, is not displayed ). Blend-
ing of emotions could be indicated by positively respond-
ing to more than one of the facial expressions. If the raters 
responded that a specific facial expression was depicted 
in the face, they were also asked to rate its intensity on 
a 3-point rating scale (“How pronounced is this specific 
facial expression?”; 1 5 not very pronounced, 2 5 mod-
erately pronounced, 3 5 very pronounced ).

Following that, we selected images on which both raters 
agreed in terms of their judgments of (1) purity of facial 
expression (i.e., both raters agreed on the type of facial ex-
pression displayed in the picture and did not rate any other 
expressions as present in the picture) and (2) high intensity 
of facial expression (i.e., both raters agreed that the given 
facial expression was very pronounced). From this reduced 
set of pictures, the two most prototypical images per per-
son and expression were chosen for the final database in 
consensus sessions consisting of two to three raters.

Editing and standardization of the pictures. With 
the aim of optimizing the quality of the pictures and pro-
ducing greater uniformity within each set of pictures of 
a person, as well as across all persons, the pictures were 
postprocessed by the photographer and the photo assis-
tant, as well as by a digital media designer. First, a cutout 
was selected to standardize the size of the head in the pic-
ture, in that equal distances to the image borders were set 
for the upper head, the ears, and the cuff of the shirt (there 
were slight deviations due to differences in head sizes, 
neck lengths, and hairstyle heights). At the same time, the 
heads were optimally aligned with respect to the image 
borders to neutralize tilted positions. A fixed gray was 
set for all the faces to standardize the colors. Final digital 
picture editing included retouching (of prominent details 
such as moles, pimples, or gold teeth), color matching, 
and changing or removing details such as strands of hair 
in the face. To ensure the same brightness, all the pictures 
were matched to a predetermined standardized matrix 
image. Picture editing was done in Adobe Photoshop CS 
on Apple Macintosh. Finally, the pictures were resized to 
819 3 1,024 pixel resolution and saved in JPEG format. 
The original images in JPEG/sRGB format (size, 2,835 3 
3,543 pixels) were archived as well.

The final FACES database. Out of the 179 young, 
middle-aged, and older face models originally photo-
graphed, 58 young (M 5 24.2 years, SD 5 3.4; age range, 

Table 1 
Face Models Included in the Final FACES Database: 

Distribution by Age Group and Gender

Age Group (Years)

 Gender  19–31  39–55  69–80  

Women 29 27 29
 Men  29  29  28  

Figure 1. Sample faces for the FACES database, which com-
prises pictures of young, middle-aged, and older women and men, 
each depicting six different facial expressions.



FACES—A Life-Span Database of Facial Expressions        355

options: 0–100 years) by moving and clicking the cursor 
(see Figure 2). Face stimuli were presented, one at a time, 
in the center at the top of the computer screen. The pic-
tures were approximately 19 3 16 cm when displayed on a 
19-in. monitor (screen size, 1,280 3 1,024 pixels). Rating 
dimensions and response options were presented below 
the image in black on a white background. The faces were 
presented in randomized order. Each face was shown only 
once with a certain expression to a participant (i.e., the 
participants rated either Set A or Set B faces). Stimulus 
presentation was controlled using custom-made software 
on Pentium 4 CPU 2.8-GHz computers. After the partici-
pants had responded to all rating dimensions for one face, 
the next face appeared on the screen. To maintain par-
ticipants’ concentration throughout the task, the program 
stopped for 5-min breaks after every 45 min.

At the end of the first session, the participants re-
sponded on the computer to a short sociodemographic 
questionnaire including one item on physical function-
ing and worked on the Digit–Symbol Substitution test. 
In each of the subsequent sessions, the participants con-
tinued with the face-rating task. At the end of the study, 
the participants were debriefed and received a monetary 
compensation that varied according to the length of their 
participation in the study (participants who rated an entire 
set of faces received a monetary bonus in addition).

Results

Picture-Specific Data
Each image was rated by a minimum of 8 and a maxi-

mum of 14 (M 5 11.0, SD 5 0.9) raters per age group by 
gender. Two appendixes downloadable from http://faces 
.mpib-berlin.mpg.de include all of the picture-specific 
data, with the ratings for each of the faces presented sepa-
rately. These appendixes detail the participants’ categori-
zations of the facial expression and perceived age of the 
person in the image. To allow for easy reference, entries are 
listed according to their identifying labels in the FACES 
database. First, information referring to the total sample 
of raters is presented, followed by information pertaining 
to the age groups by gender of the raters. Specifically, 
regarding the facial expression ratings, mean percentages 
of correct expression identification (i.e., mean accuracy) 
for each of the six expressions separately are reported. Re-
garding the perceived age ratings, means and standard de-
viations for perceived age for each of the six expressions 

Participants in the validation study. A total of N 5 
154 raters took part in this study. All the participants were 
Caucasian and native German speakers. The majority of 
the participants were recruited through the institute’s par-
ticipant pool. Others had heard about the study and had 
contacted the research group for participation. People who 
had taken part in related studies involving facial expres-
sions as stimulus material were excluded from participa-
tion. Table 2 presents the number and demographic in-
formation of the validation sample, broken down by age 
group and gender. The age by gender groups did not differ 
in terms of self-reported physical functioning (single item, 
“How would you describe your current general physical 
functioning?”; scale of 1–8, with 8 5 excellent; M 5 5.5, 
SD 5 1.5) but differed in their visual motor processing 
speed as assessed with the Digit–Symbol Substitution Test 
(Wechsler, 1981), with young women and men (MYW 5 
66.3, SD 5 11.1; MYM 5 64.0, SD 5 9.6) scoring higher 
than middle-aged women and men (MMW 5 46.0, SD 5 
9.1; MMM 5 48.5, SD 5 14.4) and older women and men 
(MOW 5 44.8, SD 5 10.7; MOM 5 47.7, SD 5 12.1) 
[F(5,143) 5 18.3, p , .05, η2

p 5 .39; max score 5 93].
Procedure: Face-rating task. Prior to the start of the 

study, the participants had agreed to participate in at least 
three test sessions. Starting with the third session, the par-
ticipants decided, at the end of each session, whether to 
continue participation in the study until they had rated all 
of the 1,026 faces of the set that they had been randomly 
assigned to (either Set A or Set B). That is, for each partici-
pant, the study comprised an individual number of total test 
sessions (M 5 11.28, SD 5 4.7; range, 1–24),2 with older 
raters (M 5 13.53, SD 5 5.0) taking part in more sessions 
than did young raters (M 5 9.4, SD 5 3.8) or middle-aged 
raters (M 5 11.0, SD 5 4.5) [F(2,148) 5 11.21, p , .05, 
η2

p 5 .13]. At the beginning of the first session, the partici-
pants were informed about the specific testing procedure 
and signed a consent form. They were then seated in front 
of computers, separated by partition walls.

The face-rating task started with written instructions 
and a practice face. The participants were informed that 
they would be seeing various faces with different facial 
expressions and that they would have to give their spon-
taneous, personal judgment for each face in terms of its 
facial expression (“Which facial expression does this per-
son primarily show?”; response options, in randomized 
order: neutral, anger, disgust, fear, happiness, sadness) 
and perceived age (“How old is this person?”; response 

Table 2 
Description of the Validation Sample

Young Raters Middle-Aged Raters Older Raters
(n 5 52) (n 5 51) (n 5 51)

Women Men Women Men Women Men
  (n 5 27)  (n 5 25)  (n 5 25)  (n 5 26)  (n 5 24)  (n 5 27)

Age (years)
  M 25.7 26.2 50.5 49.4 73.7 73.5
  SD   2.8   3.1   3.4   3.4   3.0   2.5
  Range 21–31 20–31 45–55 44–55 70–81 70–78
Higher secondary level of educationa (%) 96 84 52 58 46 70
aComparable to 2 years or more of college.
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percentages of correct facial expression identification in 
the present study were relatively high and are comparable 
to those in validation studies of other facial databases 
(Calvo & Lundqvist, 2008; Goeleven, De Raedt, Leyman, 
& Verschuere, 2008; Palermo & Coltheart, 2004). This 
shows that the FACES database comprises a valid set of 
faces displaying the six different facial expressions.

On the basis of findings that young and older adults dif-
fer in their ability to identify facial expressions (Ruffman 
et al., 2008) and that the age of the face seems to play a role 
in facial expression identification, we conducted a 3 (age 
of rater: young, middle-aged, older) 3 3 (age of face: 
young, middle-aged, older) 3 6 (facial expression: happy, 
angry, fearful, sad, disgusted, neutral) repeated measures 
ANOVA. Figures 3 and 4 present the results. The effects 
for age of rater [F(2,142) 5 8.90, p , .001, η2

p 5 .11], age 
of face [Wilks’s λ 5 .20; F(2,141) 5 282.73, p , .05, η2

p 5 

separately are reported. This picture-specific information 
can serve researchers as a basis for selecting pictures that 
best meet their specific research purposes.

Expression Identification As a Function of  
Age and Expression of Face and Age of Rater

In all the statistical analyses, alpha level was set to 
.05. In the total sample of raters, on average, 81% (SD 5 
13%) angry faces, 68% (SD 5 17%) disgusted faces, 81% 
(SD 5 15%) fearful faces, 96% (SD 5 9%) happy faces, 
87% (SD 5 12%) neutral faces, and 73% (SD 5 14%) 
sad faces were correctly identified. As is reflected in the 
standard deviations, interrater consensus was high. Ap-
pendix A presents percentages of correct identification of 
each of the six facial expressions separately for female and 
male young, middle-aged, and older faces and for female 
and male young, middle-aged, and older raters. Overall, 

Figure 2. Face-rating task used in the validation study.
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that, with the exception of fearful faces, expression iden-
tification was more difficult for older than for young or 
middle-aged faces. Furthermore, disgusted, neutral, and 
sad middle-aged faces were less accurately identified 
than young faces displaying those expressions. Also 
consistent with earlier studies (Kirouac & Dore, 1983; 
Ruffman et al., 2008), contrast analyses collapsed across 
young, middle-aged, and older raters showed that identi-
fication of happiness was easier than identification of all 
the other expressions and that identification of disgust 
was more difficult than identification of all the other 
expressions in young, middle-aged, and older faces (all 
ps , .05; see Figure 4).

Perceived Age As a Function of Age and 
Expression of Face and Age of Rater

In the total sample of raters, on average, young faces 
were rated as M 5 28.5 years of age (SD 5 3.5; age range, 
22–42), middle-aged faces as M 5 49.2 years (SD 5 3.3; 
age range, 41–62), and older faces as M 5 68.6 years 
(SD 5 4.1; age range, 53–80), with the actual average 
ages of young face models being M 5 24.2 years (SD 5 
3.4; age range, 19–31), of middle-aged face models, M 5 
49.0 years (SD 5 3.9; age range, 39–55), and of older face 
models, M 5 73.2 years (SD 5 2.8; age range, 69–80). 

.80], and facial expression [Wilks’s λ 5 .16; F(5,138) 5 
146.51, p , .05, η2

p 5 .84], the facial expression 3 age 
of rater interaction [Wilks’s λ 5 .77; F(10,276) 5 3.88, 
p , .05, η2

p 5 .12], and the age of face 3 facial expression 
interaction [Wilks’s λ 5 .29; F(10,133) 5 32.09, p , .05, 
η2

p 5 .71] were significant. All other effects did not reach 
significance ( p . .05). To follow up on the significant fa-
cial expression 3 age of rater interaction, we conducted 
a 3 (age of rater) 3 6 (facial expression) MANOVA col-
lapsed across the different ages of the faces. As is shown in 
Figure 3, the age groups of the raters did not differ in their 
ability to identify fearful, happy, or neutral faces. They 
did, however, differ in their ability to correctly identify 
angry [F(2,142) 5 13.62, p , .05, η2

p 5 .16], disgusted 
[F(2,142) 5 6.84, p , .05, η2

p 5 .16], and sad [F(2,142) 5 
5.81, p , .05, η2

p 5 .08] faces. In line with the literature 
(e.g., Ruffman et al., 2008), young raters performed more 
accurately than older raters in identifying anger, disgust, 
and sadness in faces. They also performed more accurately 
than middle-aged raters in decoding sad faces.

For each of the expressions, t  test comparisons be-
tween young, middle-aged, and older faces, collapsed 
across the different age groups of the raters, followed up 
on the significant age of face 3 facial expression inter-
action. As is presented in Figure 4, the results showed 
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and older face models, these results show that the faces 
from the FACES database adequately represent the target 
age groups and, therefore, constitute a valid set of faces in 
terms of the age of the faces.

With the aim of exploring whether young, middle-aged, 
and older raters differed in their age ratings of faces of 
different ages and to examine the influence of different 

The intraclass correlation between the raters was .88, indi-
cating good interrater reliability. Appendix B presents the 
means of the perceived ages separately for each expres-
sion of female and male faces of the different ages and 
for the age by gender groups of the raters. Even though 
young and older faces, but not middle-aged faces, were 
rated slightly older than the actual average ages of young 
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The validation study showed that the percentages of 
correct facial expression identification for each of the 
six facial expressions depicted in the images from the 
FACES database were relatively high and were com-
parable to those from other facial databases (Calvo & 
Lundqvist, 2008; Goeleven et  al., 2008; Palermo & 
Coltheart, 2004). Furthermore, the perceived age ratings 
for faces of the three different age groups were adequate 
and reflected the target age groups. These findings indi-
cate that the newly developed FACES database contains a 
valid set of faces in terms of facial expressions displayed 
and age groups represented in the pictures. Furthermore, 
the present finding that the age of the face, the expres-
sion of the face, and the age of the perceiver (and their 
interactions) have an effect on how well a facial expres-
sion is identified and on perceptions of the age of a face, 
as well as the face-specific information reported in the 
present study, will be a valuable resource for researchers 
when selecting faces that are most appropriate for their 
specific research endeavors.

The FACES database is freely available for use in scien-
tific research. This is an eSciDoc service of the Max Planck 
Digital Library (MPDL; www.escidoc.org/JSPWiki/en/
Faces). Functionalities of this online service include, 
among other things, browsing, searching, viewing, select-
ing, and exporting of FACES pictures. Subsets of selected 
pictures can be saved for future reference and can also be 
shared among researchers. Images can be downloaded in 
the resized resolution of 819 3 1,024 pixels in JPEG for-
mat or in their original size (2,835 3 3,543 pixels; JPEG 
format). To prevent circulation of the FACES pictures un-
related to research usage, scientists need to register in order 
to obtain access to the FACES database. Information on the 
final FACES database and on registration formalities can 
be obtained from http://faces.mpib-berlin.mpg.de.

In order to further broaden the applicability of the 
FACES database as a research tool, an ongoing project 
led by Sabine Herpertz and Alexander Lischke from Ros-
tock University currently extends the FACES database by 
modifying a subset of the original images with respect 
to viewing directions. Specifically, these modifications 
comprise systematic variation of frontal, right-oriented, 
and left-oriented direction of gaze. Once these modified 
faces are finalized, they will be integrated into the eSci-
Doc service of the MPDL.

Note that all the faces comprised in the FACES database 
are Caucasian. This limits the applicability of the stimuli. 
One reason for selecting this homogeneous set in terms 
of ethnicity of the face was for practicality, since the face 
models were recruited from a population in Berlin, Ger-
many, in which the majority of inhabitants are Caucasian. 
Another reason was that our aim was to ensure sufficiently 
large numbers of faces per category while reducing design 
complexity. As a consequence, to minimize potential ef-
fects of differences in ratings of exclusively Caucasian 
faces as a function of the origin of the perceiver, we made 
a special effort to recruit only Caucasian raters for the 
validation study. In addition, low-level and higher level 
perceptual features inherent in color naturalistic faces 
(e.g., hair, wrinkles, complexion), as compared with 

facial expressions on perceived age, we conducted a 3 
(age of rater) 3 3 (age of face) 3 6 (facial expression) 
repeated measures ANOVA. The results are summarized 
in Figure 5. The main effects for age of rater [F(2,148) 5 
13.11, p , .05, η2

p 5 .15], age of face [Wilks’s λ 5 .02; 
F(2,147) 5 4,678.80, p , .05, η2

p 5 .99], and facial ex-
pression [Wilks’s λ 5 .16; F(5,144) 5 157.10, p , .05, 
η2

p 5 .85], as well as the age of face 3 age of rater interac-
tion [Wilks’s λ 5 .91; F(4,294) 5 3.62, p , .05, η2

p 5 .05], 
the facial expression 3 age of rater interaction [Wilks’s 
λ 5 .49; F(10,288) 5 12.35, p , .05, η2

p 5 .30], the age 
of face 3 facial expression interaction [Wilks’s λ 5 .31; 
F(10,139) 5 31.17, p , .05, η2

p 5 .69], and the three-way 
interaction between age of face, facial expression, and age 
of rater [Wilks’s λ 5 .62; F(20,278) 5 3.70, p , .05, η2

p 5 
.21] were significant.

We followed up on the significant three-way interac-
tion in two ways. First, contrast analyses conducted sep-
arately in young, middle-aged, and older faces collapsed 
across the different facial expressions showed that older 
raters perceived young faces [MOY 5 30.5 years, SD 5 
4.2; F(2,151) 5 16.76, p , .05, η2

p 5 .18] and older faces 
[MOO 5 70.2 years, SD 5 4.3; F(2,148) 5 5.96, p , .05, 
η2

p 5 .08] as older than did young raters (MYY 5 26.8 years, 
SD 5 1.9; MYO 5 67.7 years, SD 5 3.8) and middle-aged 
raters (MMY 5 28.3 years, SD 5 3.2; MMO 5 68.0 years, 
SD 5 3.8). Older raters were less correct in their perceptions 
of the age of young (i.e., other-age) faces and were more 
correct in their ratings of the age of older (i.e., own-age) 
faces than were young or middle-aged raters. There was no 
effect for middle-aged faces (MYM 5 48.6 years, SD 5 2.9; 
MMM 5 49.0 years, SD 5 3.4; MOM 5 50.1 years, SD 5 
3.5). All three age groups of raters were good at estimating 
the correct age of middle-aged faces.

Second, collapsed across the different age groups of the 
raters and ages of faces, faces with happy expressions (M 5 
47.4 years, SD 5 2.7) were rated as younger than faces with 
other expressions (Ms varied between 47.9 and 49.8 years, 
SDs varied between 2.7 and 3.1), whereas faces with fearful 
expressions (M 5 49.8 years, SD 5 3.1) were rated as older 
than faces with other expressions (Ms varied between 47.4 
and 49.4 years, SDs varied between 2.7 and 3.1; all ps , 
.05). With few exceptions,3 these effects also held when 
young, middle-aged, and older raters and young, middle-
aged, and older faces were investigated separately.

Discussion

To summarize, we developed and validated a new da-
tabase of experimental stimuli—the FACES database of 
facial expressions—that comprises high-quality color 
photographs of a large number of young, middle-aged, 
and older female and male naturalistic faces, each display-
ing six different facial expressions: neutrality, sadness, 
disgust, fear, anger, and happiness. The FACES database 
goes beyond existing databases of adult facial stimuli by 
providing a validated set of images that systematically var-
ies both the age and the expression of the depicted faces, 
thus encompassing a full cross-classification of facial ex-
pressions and individual faces of different ages.
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black-and-white schematic faces, need to be considered, 
depending on the specific research purpose. Furthermore, 
we report information about ratings of facial expression 
and perceived age of the faces, but it remains for future 
work to describe the faces in terms of, for instance, their 
attractiveness, distinctiveness, and age group differences 
in ratings with respect to these.

In creating and validating this new extensive set of 
adult faces and in making it freely available to the re-
search community, we hope to overcome the lack of ap-
propriate stimuli in age-comparative research that lim-
ited examination of hypotheses about age of face, facial 
expression, and their interactions. The FACES database 
makes possible systematic variation of the age, in addi-
tion to the expression, of the presented faces and will 
allow researchers to address questions on age group 
differences in, for example, the processing of, attention 
to, and memory for emotional faces of different ages. 
Thus, we hope, it will make significant contributions to 
research in life span development and aging on emotion, 
motivation, and cognition.
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APPENDIX A 
Percentages (Means and Standard Deviations) of Correct Identification  

of Facial Expressions in the Validation Sample
Facial Expression

Happy Angry Fearful Sad Disgusted Neutral

  M  SD  M  SD  M  SD  M  SD  M  SD  M  SD

Young Female Raters
  Young female faces 99   3 94   5 85 14 85 16 81 14 91 11
  Young male faces 99   2 90   9 85 16 80 13 83 13 96   6
  Middle-aged female faces 99   3 90   8 86 16 85 12 83 15 89 13
  Middle-aged male faces 97   8 89 11 86 12 77 13 78 16 90 10
  Older female faces 96   7 84 12 83 16 83 10 74 14 87 11
  Older male faces 95 15 80 14 84 14 72 12 67 20 83 14
Young Male Raters
  Young female faces 97 11 89 16 85 16 86 17 76 19 93 13
  Young male faces 96 15 88 16 86 18 78 18 78 18 94 15
  Middle-aged female faces 96 10 84 16 86 17 82 18 75 19 86 17
  Middle-aged male faces 96 10 84 15 82 18 70 18 70 21 87 16
  Older female faces 96 12 78 19 83 16 74 18 65 17 82 19
  Older male faces 96 10 75 17 81 18 68 19 59 18 79 21
Middle-Aged Female Raters
  Young female faces 98   4 93   8 79 14 79 18 73 18 96   5
  Young male faces 98   6 90   9 81 14 72 21 75 19 95 10
  Middle-aged female faces 98   5 89   9 85 12 71 19 71 18 91   9
  Middle-aged male faces 98   4 92   8 81 15 69 19 64 21 92   9
  Older female faces 97   7 75 12 83 12 67 16 62 20 83 15
  Older male faces 98   4 77   9 78 13 62 18 53 17 81 17
Middle-Aged Male Raters
  Young female faces 98   6 86 12 81 18 82 14 74 17 87 13
  Young male faces 99   3 87 12 78 23 79 18 72 18 93 13
  Middle-aged female faces 99   2 86 12 83 17 75 15 72 16 84 16
  Middle-aged male faces 99   2 90 10 77 19 64 21 64 20 86 16
  Older female faces 98   3 73 15 78 19 70 15 68 14 79 17
  Older male faces 97   6 81 15 75 19 56 22 57 19 82 17
Older Female Raters
  Young female faces 99   2 81 15 82 13 82 17 70 22 88 11
  Young male faces 97   5 77 19 78 17 80 17 68 22 91   9
  Middle-aged female faces 98   5 76 14 83 16 74 18 67 16 81 15
  Middle-aged male faces 99   3 82 11 78 13 71 17 61 22 84 12
  Older female faces 95 11 67 18 83 12 75 15 64 18 78 19
  Older male faces 97   7 73 17 82 15 62 17 52 22 78 18
Older Male Raters
  Young female faces 93 14 76 16 76 19 72 18 68 20 88 15
  Young male faces 92 16 76 19 70 25 71 14 69 23 93 13
  Middle-aged female faces 91 16 70 20 74 22 66 20 64 21 85 15
  Middle-aged male faces 91 18 79 13 72 21 61 17 55 22 87 14
  Older female faces 89 18 58 21 69 23 62 22 56 20 80 20
  Older male faces  92  16  64  21  68  25  53  19  50  23  80  19
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appendix b 
Means and Standard Deviations of Perceived Age of Faces in the Validation Sample

Facial Expression

Happy Angry Fearful Sad Disgusted Neutral

  M  SD  M  SD  M  SD  M  SD  M  SD  M  SD

Young Female Raters
  Young female faces 25.4 2.35 25.4 2.89 26.8 2.03 25.9 2.08 25.2 2.51 25.1 2.42
  Young male faces 26.2 1.92 28.4 1.94 27.5 2.51 27.6 2.13 27.2 1.92 26.4 2.00
  Middle-aged female faces 46.7 2.95 47.3 3.24 48.1 2.88 48.5 2.95 46.8 3.63 47.4 3.10
  Middle-aged male faces 50.4 3.49 51.0 3.69 51.9 4.19 51.5 3.10 51.1 4.10 49.6 3.39
  Older female faces 66.4 3.55 67.1 3.70 67.1 3.63 67.5 3.48 66.9 4.24 67.2 3.14
  Older male faces 69.6 3.78 69.7 3.78 70.5 3.44 70.9 3.77 69.8 3.64 69.6 4.06
Young Male Raters
  Young female faces 26.4 1.91 26.7 1.85 28.2 1.94 27.0 1.84 26.7 2.11 26.2 1.94
  Young male faces 26.6 2.05 28.2 2.19 28.1 2.24 27.9 2.13 27.7 2.29 26.7 1.97
  Middle-aged female faces 46.5 3.36 47.3 3.19 48.4 2.87 48.2 3.31 47.1 3.39 47.1 3.08
  Middle-aged male faces 47.9 3.08 48.3 3.52 49.6 3.03 48.7 3.31 48.5 3.28 47.3 2.69
  Older female faces 65.5 4.25 65.8 4.76 66.4 4.50 66.6 4.85 65.5 4.94 65.9 4.88
  Older male faces 67.1 3.91 67.4 4.35 68.0 3.81 68.1 4.01 68.0 4.30 67.2 4.29
Middle-Aged Female Raters
  Young female faces 26.5 2.89 27.1 2.81 29.2 2.75 26.7 2.84 27.2 2.86 26.0 3.33
  Young male faces 27.5 2.93 30.1 2.80 29.6 3.01 29.2 2.91 29.3 3.15 27.0 3.07
  Middle-aged female faces 47.6 6.55 47.9 3.23 49.0 2.92 50.3 5.15 48.3 3.02 49.0 5.33
  Middle-aged male faces 49.1 3.38 50.2 3.32 51.5 3.68 50.6 3.16 51.2 2.75 48.8 3.15
  Older female faces 67.3 3.97 67.7 3.62 68.4 3.95 68.9 4.31 67.9 3.82 68.3 3.35
  Older male faces 68.3 4.21 68.8 3.65 69.4 3.73 69.4 3.53 69.5 3.92 69.1 3.30
Middle-Aged Male Raters
  Young female faces 27.1 3.96 28.2 3.88 30.1 4.28 28.4 4.24 28.2 4.38 26.3 4.54
  Young male faces 27.7 3.52 30.7 4.29 29.6 3.40 29.6 3.36 29.9 3.61 27.5 3.40
  Middle-aged female faces 46.4 4.02 48.4 4.71 48.7 4.18 49.1 4.54 47.2 4.03 48.0 3.89
  Middle-aged male faces 48.1 4.00 49.4 4.58 50.6 4.13 49.5 4.66 50.1 4.19 47.9 3.77
  Older female faces 65.6 4.12 66.9 4.47 67.4 4.49 68.1 4.65 67.1 4.37 67.5 4.48
  Older male faces 66.7 4.04 67.2 4.21 68.1 4.14 68.1 4.44 67.6 4.18 67.3 4.23
Older Female Raters
  Young female faces 26.6 4.19 28.5 4.68 31.5 4.53 28.6 4.88 29.2 4.13 26.1 3.83
  Young male faces 28.7 4.02 33.8 4.87 32.5 4.06 32.3 4.37 32.7 5.08 28.7 3.99
  Middle-aged female faces 45.2 4.64 48.9 3.82 49.7 4.41 50.2 3.77 48.6 4.81 47.8 4.54
  Middle-aged male faces 48.9 4.62 52.8 3.69 54.2 4.41 52.9 3.70 53.2 4.27 49.5 4.04
  Older female faces 68.6 4.71 70.0 5.04 71.4 4.78 71.8 4.90 71.0 4.71 70.9 4.51
  Older male faces 69.5 4.55 71.2 4.30 71.7 3.96 71.7 4.21 71.7 4.27 70.6 4.36
Older Male Raters
  Young female faces 28.2 4.49 30.2 5.10 32.6 5.14 30.3 4.59 30.9 4.48 27.9 4.77
  Young male faces 29.6 4.34 34.0 4.40 32.6 4.18 32.8 4.31 33.2 4.44 29.8 4.58
  Middle-aged female faces 45.5 3.86 48.9 4.52 50.0 3.85 50.4 4.18 49.1 4.38 48.6 3.69
  Middle-aged male faces 48.8 2.56 51.4 3.57 53.4 3.78 52.1 3.19 52.8 3.18 49.4 3.46
  Older female faces 67.4 5.09 68.2 5.10 69.7 5.62 70.1 5.18 69.5 5.11 68.5 4.64
  Older male faces  69.0  4.14  69.8  4.30  70.3  5.14  71.1  4.24  70.3  4.70  67.0  3.80

(Manuscript received March 27, 2009; 
revision accepted for publication June 6, 2009.)


